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Abstract
Next generation of information systems will rely on cooperative intelligent agents for playing a fundamental role in actively searching and finding relevant information on behalf of their users in complex and open environments, such as the Internet. User Interface Agents (UIA) are semi-intelligent systems, which help the users to access, manage, share and exchange information. Recently, various researchers have proposed a learning approach towards building such agents and some working prototypes have been demonstrated. Such agents learn by watching over the shoulder of the user and detect patterns and regularities in the user’s behavior. We present a new approach of the collaborative UIA that helps the user to retrieve information that is consistent to the user’s need. The model provides tools and utilities for the user to manage his/her information repositories with dynamic organization and adaptation views. In order to investigate the performance of the UIA, we carried out several experiments. Through the experiments, the results ensure that the techniques of personalization, clustering the user’s preferences, and making use of the preferences promise to achieve more relevant information to the user’s queries.

1. Introduction

One of the biggest problems, we nowadays face in the information society is the information overload, which is boosted by the huge size of the WWW. The task of retrieving relevant information consistent with the user’s information need has become increasingly difficult. Learning interface agents are computer programs that employ machine learning techniques in order to provide assistance to a user dealing with a particular application. Although they are successful in being able to learn their user’s behavior and assist them, a major drawback of these systems is the fact that they require a sufficient amount of time before they can be of any use. A related problem is the fact that their competence is necessarily restricted to situations similar to those they have encountered in the past.

We present a collaborative framework of the UIAs to help alleviate these problems. In our model, the problem of information overload can be partly tackled by adding intelligent agents to the Web server [15] in what is called Web server agentification. Server agentification means creating software agents called Web Page Agents (WPA) on a Web server. Software agents could manifest various levels of intelligent behavior from simply reactive to adaptive and learning behavior, where agents actually learn what users like and dislike. The Server Agent (SA) is designed as a special server extension module, which learns to function in social environments and where necessary collaborates and communicates with other agents. The SA creates a WPA for each Web page in the Web server and is responsible for starting the search process and running of the registered WPAs. Once started, the WPAs, which can be seen as the local representatives of the Web pages, can access the local data of the Web pages and create the Interpretation Policies (IP). At the retrieval phase, the WPA uses the IP to decide whether or not the user’s query belongs to the WPA, for more details see [8, 9, 17].

In this paper, we present a new model of how the UIA detects the User Preferences (UP) and calculates the relevancy of the retrieved Web pages to the UP and queries. We present the methodologies of clustering the UP into communities and make use of them. We introduce the collaborative filtering mechanism of the UIAs and the evaluation on the adaptability of the UIAs. Finally we present the experimental results, the related work and conclude by the future work.

2.1 The User Interface Agent

In our approach, the UIA communicates with the SAs to perform the search and maintains user’s workspaces and
preferences. The UIA is designed to learn the user’s preference either explicitly or implicitly from his/her browsing behavior. We have developed and investigated some sensors in correlation with the elapsed time of visiting the Web page to let the UIA detects autonomously the actual user’s implicit response. A UIA resides in a user’s machine and is usually a running process that operates in parallel with the user, communicates with the WPAs via an SA to retrieve relevant information to the user’s query. The UIA shows the results returned by the WPAs to the user after filtering and re-ranking them. It receives user’s responses of his/her interest/not interest to the results and regards them as rewards to the results. The UIAs look over the shoulders of the users and record every action into the query history file. Followings are the UIAs job stream:

- The UIA analyzes the Natural Language (NL) query of the user by using a simple NL algorithm, it throws out non-relevant words and transforms the query to $Q_n$, where $Q_n = (k_1, k_2, ..., k_n)$ stands for a vector of the keywords of the query.
- The UIA looks for relevant URLs to $Q_n$ in the UP files by using the similarity equations (5) and (6) to be given in section 2.1.3.
- If the UIA finds relevant URLs in the UP files, then it shows them to the user and asks whether he/she is satisfied or wants to search the Web.
- If the UIA could not find in its UP files any URLs relevant to $Q_n$, then the UIA submits $Q_n$ to the router agent that routes $Q_n$ to a relevant SA, which in turn forwards $Q_n$ to its WPAs.
- The UIA receives the results returned by the SA via the router agent. The results consist of a set of Web pages and their similarity value to the given query.
- The UIA takes a set of queries from the UP files, whose similarity to $Q_n$ is over the predefined threshold value, and creates a vector from the set of queries and $Q_n$ in order to be used for filtering the retrieved results.

The user either explicitly marks the relevant documents using UIAs feedback menu or the UIA implicitly catches his/her response. The response is used to adapt the contents of the UP files, see section 4.

2.1.1 Implicit Response Implication by the UIA

For the UIA to be truly useful, user’s interests must be inferred implicitly from actions and not obtained exclusively from explicit content ratings provided by the user, because having to stop to enter explicit ratings can alter normal patterns of browsing and reading. A more intelligent method is to use implicit ratings, where a rating is obtained by a method other than obtaining it directly from the user. Previous studies have shown that reading time to be a useful source of predicting UP implicitly [10, 13]. We investigated other sensors to make the UIA detects the actual user’s implicit response. We developed the UIA’s browser to record the user’s implicit ratings and the explicit ratings to a Web page. Followings are the actions included in correlation with the elapsed time of visiting the Web page:

- The size of the clicked page and the number of links within the clicked page, as the time of visiting the navigational pages is different than the time of visiting content pages.
- Monitoring user's operations such as saving, printing, bookmarking, minimizing, or closing the page.
- Jumping to another link, where the UIA distinguishes between two types of links, if it is between pages with different or the same domain names.
- The clicked page's server response, as the user may spend some time and finally the server says it is unknown domain.
- Other heuristic factors like; type of the page (text, image, ..), and visit count to this page.

These implicit interest indicators have obvious advantages, including removing the cost of the user rating, and that every user interaction with his/her UIA can contribute to an implicit rating. In our experiments, a reward is given to the weights of keywords of a URL when the user does “Print”, “Save” or “Bookmark” operation on a page. These operations have the same effect as the system modifies the weights of the keywords by using the “Interesting” explicit feedback. Conversely, if the user quickly jumps to another link or closes the browser without neither “Print” nor “Bookmark” a URL, this has the same effect as the user explicitly sends a “Useless” explicit response.

2.1.2 User’s Modeling by the UIA

Devising a way to constrain the search results using current user’s interests allows the UIAs to retrieve higher proportion of relevant pages without requiring the users to refine the search. The UIA collects information about the user in two special files, named query history file and bookmark file. The query history file contains information about previously visited pages for specific queries, and the bookmark file contains a user’s hot-list of Web links. A query history file records the URL that a user clicked, the number of occurrences that this URL is visited, both time and date of visiting, the time of leaving, and the query’s keywords. The bookmark file records the URL, the number of occurrences that this URL is visited, time and date of bookmarking, and its title’s keywords. The query and the title fields in the query history and the bookmark files are represented as a vector of keywords sorted in alphabetical order. A weight value is assigned to each
keyword, so as to reflect the correlation between the keyword and the content of the URL, and is modified according to the user's responses. User's explicit/implicit responses ( % ) are Useless, Not very useful, Mildly interesting, Neutral, and Interesting, where 0 ≤ ρ ≤ 1. Once a user has entered a query, the query will be compared against the contextual information available in the UP files. If the query is on a topic the user has previously seen, the UIA refines the user's query with similar terms and suggests results from prior searches using equations (5) and (6), to be given in section 2.1.3. The UIA also uses the UP to re-rank the retrieved search results, so that the pages promising to be more interesting to the user appear first. Several Web search systems now rely on user's profiles [1, 2, 5, 6], with promising results. However, these systems will only be effective if the user's profile reflects user’s preference accurately. This involves not only determining the areas of information, which users are interested in, but also being able to adapt and to classify the user's interests as permanent or temporary interests. In our approach, the UIA distinguishes the user's temporary interest and long-term interest by monitoring the number of visiting, the time and the date of visiting the URLs. Although many studies have been conducted on incorporating user's profile technology into Web search, little has been done about studying the way profiles evolve over an extended period of time as the user's interests change. The UIA keeps track of the changes of user's interest with high degree of accuracy, this increases the relevance of the results obtained in a typical Web search and promoted the user's satisfaction with the system.

2.1.3 Deducing the Category of Interest to the User

In order to look up relevant categories of interest to the user's query from the UP files, we define equations to calculate the similarity between a user's query and the contents of UP categories as follows. Assume we have a query history file or a bookmark file of n unique URLs gathered. \( \mathcal{Q}_m = \{k_1, k_2, \ldots, k_n\} \) stands for a vector of keywords of the query given by the user. \( \mathcal{Q}_j = \{K^j_{1}, K^j_{2}, \ldots, K^j_{m}\} \) (1 ≤ j ≤ n) stands for the vector of the query of j-th URL in the user's query history file, where \( K^j_{i} = k^j_{i} \), \( w^j_{i} \) is the i-th keyword in the j-th URL and 0 ≤ \( w^j_{i} \) ≤ 1 is its weight. Similarly, \( T_j = \{K^{j}_{1}, K^{j}_{2}, \ldots, K^{j}_{p}\} \) and \( K^{j}_{p} = k^{j}_{p}, w^{j}_{p} \) are defined for the title of j-th URL in the user's bookmark file. The weight \( w^j_{i} \) and \( w^j_{p} \) are incrementally computed with the number r of visiting to URLj using equation (1).

\[
\begin{align*}
\text{Where } w_{j,i}^r \text{ means } w_{j,i}^r \text{ or } w_{j,p}^r \text{ and } R \text{ is a user's response described above. The initial value } w_{j,i}(1) \text{ is set by the user's first response. } 0 < \rho \leq 1 \text{ is a weight of how much the user's response history should be accumulated. Note that } w_{j,i} \text{ means the accumulated user's preference of keyword } K_i. \rho \text{ is a function of } i \text{, i.e., } \rho(t), \text{ and } \rho(1) \text{ depends on how long users response history upon the keyword will be involved in calculating and adapting the next weight } w(t + 1). \text{ The value of } \rho \text{ reflects how much the system trusts the user's current response. One way to automate this heuristic is to calculate for instance the variance of users past responses and predicts the value of } \rho. \text{ We calculate the similarity } S_i \text{ between } \mathcal{Q}_m \text{ and the query field } Q_j \text{ of } j \text{-th URL in the user's query history file, and similarity } S_p \text{ between } \mathcal{Q}_m \text{ and the title field } T_j \text{ of } j \text{-th URL in the user's bookmark file.}
\end{align*}
\]

\[
S_i = \sum_{i} w_{j,i} \cdot g(k_i)
\]

\[
S_p = \sum_{i} w_{j,p} \cdot g^*(k_i)
\]

\[
\text{Where } g(k_i) = 1 \text{ if } k_i \text{ exists in both } \mathcal{Q}_m \text{ and } Q_j, \text{ otherwise } g(k_i) = 0, \text{ and } g^*(k_i) = 1 \text{ if } k_i \text{ exists in both } \mathcal{Q}_m \text{ and } T_j, \text{ otherwise } g^*(k_i) = 0. \text{ Also, we calculate the similarity } S_{\mathcal{Q}_m-URL} \text{ between } \mathcal{Q}_m \text{ and the keywords of the j-th URL}
\]

\[
S_{\mathcal{Q}_m-URL} = \frac{S_{\mathcal{Q}_m}}{C_n + d_j - S_{\mathcal{Q}_m}}
\]

Where \( C_n \) is the number of words in \( \mathcal{Q}_m \), \( d_j \) is the number of words in the j-th URL and \( S_{\mathcal{Q}_m} \) is the number of words exist in both \( \mathcal{Q}_m \) and \( URL_j \).

First: the total similarity \( S_{\mathcal{Q}_m-URL} \) between \( \mathcal{Q}_m \) and the query history file is calculated by using equation 5, with a heuristic-weighting factor 0 ≤ α ≤ 1.

\[
S_{\mathcal{Q}_m-URL} = \max_{1 \leq j \leq n} \left[ \frac{1}{\alpha} \cdot S_{\mathcal{Q}_m-URL} + (1 - \alpha) \cdot S_{j} \right]
\]

Second: by the same way, the total similarity \( S_{\mathcal{Q}_m-URL} \) between \( \mathcal{Q}_m \) and the bookmark file is calculated using equation (6), with a heuristic-weighting factor 0 ≤ β ≤ 1.

\[
S_{\mathcal{Q}_m-URL} = \max_{1 \leq j \leq n} \left[ \frac{1}{\beta} \cdot S_{\mathcal{Q}_m-URL} + (1 - \beta) \cdot S_{j} \right]
\]

3. Making User's Browsing History Usable

Two major reasons why people make minimal use of their browsing history are 1) the rarity of tools that make saved history data both easy to understand and easy to use, and 2) the failure of existing tools to provide access...
at the right level of granularity. Both of these problems are rectified here, as the UIA is capable of tracking and segmenting the users’ browsing history according to the changes in user’s interest. The UIA records user’s history automatically as the user browses, segments the history according to the user’s changes in the interest, and provides the user with a set of tools to edit, annotate, and distribute the history segments to friends and colleagues having the same category of interest. The UIA detects a change in interest by comparing the current page to several pages visited in the recent past and looks for similarities using equation (5) and (6). The UIA monitors (in real time) the user’s requests, calculates the changes in interest as the user browses from one page to another page, and displays the history information in a way constructed according to those changes in interest. The UIA accumulates this information across browsing sessions so that the user has a long-term record of his browsing habits. First, the UIA monitors the HTTP stream through a programmable proxy server. Second, the UIA has a user’s interest adaptation function that calculates and displays the user’s changes in his/her interest over time.

3.1 WPV Representation by the UIA

A Web Page Vector (WPV) is used by the UIA to decide whether or not a Web page has a relevancy with the UP files. The WPV is a vector of important terms, which are extracted and weighted by analyzing the contents of the Web page. Since the terms are not all equally important for representing WPV of each Web page, an importance factor (λ) is assigned to each term and decided by the kind of HTML tags, in which the term is included in the Web page. This means that the UIA will emphasize/de-emphasize some keywords based on the value of λ. The UIA calculates the weight of a term and constructs WPV of the Web page from the number of appearance (w) and the HTML tags, which include the term within the Web page (e.g., in title, header, bold, italic), by using equation (7).

\[ w_{\text{a}} = \lambda_i \cdot f_{\text{a}} \]  

Where \( w_{\text{a}} \) stands for the weight of term \( i \) in \( k \)-th HTML tag, and \( f_{\text{a}} \) stands for the number of occurrences that term \( i \) appears in \( k \)-th HTML tag. \( \lambda_i \) stands for the weight corresponding to HTML tag \( a \). The total weight of term \( i \) in the WPV is the sum of all its weights in the Web page and is calculated by using equation (8).

\[ w_i = \sum_{a=1}^{n} w_{\text{a}} \]  

Where \( n \) is the number of HTML tags within the Web page. The UIA calculates the relevancy between the keywords that assigned to a URL in the UP files and the WPV by using equation (9).

\[ S_{i}^{\text{UP-WPV}} = \frac{\sum_{j=1}^{m} k(i, j) \cdot w_{i}}{\sqrt{\sum_{j=1}^{m} k(i, j)^2} \cdot \sqrt{\sum_{i=1}^{n} w_{i}^2}} \]  

Where, \( h(i) = 1 \) if \( k \) exists in both the URL and WPV, otherwise \( h(i) = 0 \).

The UIA calculates the similarity between the contents of the UP and the Web pages based on the terms they have in both of the WPVs and the URLs of the Web pages. This similarity function is based on both UP-WPV and UP-URL similarities. It is a hybrid similarity function that includes two components. \( S_{i}^{\text{UP-URL}} \) component measures the similarity between the URLs of the UP files and the words of the URL of WPV, and is calculated by the same method as in equation (4). The \( S_{i}^{\text{UP-WPV}} \) component measures the similarity between the words attached to a URL in the UP files and the WPV of Web page, and is calculated by using equation (9). The whole similarity \( S_{i}^{\text{sim}} \) is calculated by using equation (10), where \( 0 \leq \beta \leq 1 \).

\[ S_{i}^{\text{sim}} = (\beta \cdot S_{i}^{\text{UP-URL}} + (1 - \beta) \cdot S_{i}^{\text{UP-WPV}}) \]  

3.2 UP-Based Filtration by the UIA

Once a user has entered a query, the query will be compared against the contextual information in the UP files. If the query is on a topic the user has previously seen, the UIA refines the user’s query \( Q_0 \) with similar terms. The UIA creates a new list of keywords \( K_{\text{sim}} \) for the filtration, \( K_{\text{sim}} = Q_0 \cap K_0 \). Where, \( K_0 = \{ f \mid 1 \leq f \leq n \} \) is a list of the common keywords that exist in the vectors of the URLs in the UP files and have similarities with the keywords of \( Q_0 \). After receiving the results from the SA, the UIA re-ranks the retrieved search results, so that the pages promising to be more interesting to the user appear first. Moreover, While browsing specific Web portals, the UIA:

- Crawls the hyperlink structure staring from this portal and compares the existed links with the links that are exist in the UP files of the user, see section 3.2.
- Re-displays the links which are previously visited by the user within a separate window in an order and format reflects the number of times a link has been visited by the user.
- Displays the non-visited links in a separate window.

If all the links of this portal are new for the user, then the UIA shows them as they are and keeps track of the user’s actions while browsing this portal.
3.3 Clustering the UP into Communities

The similarity between the keywords of the URLs in the UP files is calculated by the inclusive rate of a set of URLs where each of the keywords appears. This method is basically the same as in [14] and is used to calculate the similarity between the UP's keywords to create the base clusters. Let $T_m$ be the set of UP's URLs where keyword $m$ appears in these URLs, and $|T_m|$ be the number of URLs included in $T_m$. We set the similarity between two keywords in the URLs to 1 if one of the following conditions is satisfied and 0 otherwise.

$$|T_m \cap T_m| / |T_m| > v \quad (11)$$
$$|T_m \cap T_m| / |T_m| > v \quad (12)$$

The value $v$ will be determined by considering the variance between the number of clusters and that of keywords holding one or less relative keywords. We set $v$ as 0.5 based on preliminary experimental results [12].

4. Adaptability of the UIA

There are several approaches that can be used to learn and adapt a UP [5, 6, 7, 16]. The UIA interacts with the WPAs as follows. The UIA sends $O_u$ to the WPAs through the router and the SA. The WPAs choose an action to perform based on the relevancy between $O_u$ and their $IPs$ and send the results back to the SA, which in turn forwards the results to the UIA. The UIA presents the results to the user. The user can click on each of those URLs and then, the UIA opens its browser to that URL. The user can check, evaluate this URL's contents and explicitly send feedback through the UIA's menu or the UIA implicitly gets the user's response. The UIA creates a new list of keywords $K_f$ for the feedback. $K_f = O_u \cap K_u$. Where, $K_u = \{f_j | 1 \leq j \leq m\}$ is a list of terms picked from the title and the headers of the selected URL, and $O_u = \{q_i | 1 \leq j \leq l\}$ is the given query.

According to the user's response $R$, the UIA does:

- Refines the content of the UP files by deleting the keywords that have weights less than a predefined threshold value.

By this way, the content of the UP files will evolve over time to reflect the actual user's preference. Also, the keywords of the query and title fields continually move closer to or away from their URLs' contents.

5. Experimental Results

We have performed several experiments to make a consistent evaluation of the UIA effectiveness. We mean here by the effectiveness, as it is purely a measure of, the ability of the UIA to satisfy the user in terms of the relevance of documents retrieved for his/her queries, and the ability of the UIA to adapt and learn over time.

Experiment 1: The focus is mainly for evaluating how much the query expansion and filtration of the retrieved results will enhance the precision. In the experiment, first, the user submits 20 queries to the UIA, which in turn forward the queries to the router agent directly without refining. The mean number of terms per query, including the noise words, is 6.2. Then, we calculated the precision of the retrieved URLs to the user's queries. Second, we calculated the precision for the same queries after allowing the UIA to expand the queries and to filter the retrieved results. The results depicted in Figure 1 show that verify the facts that the UIAs are helpful for the users in terms of retrieving relevant information consistent with the users' information need.

![Fig. 1 Precision of the retrieved URLs](image)

**Precision** = \[ \frac{\text{The number of relevant documents retrieved}}{\text{Total number of documents retrieved}} \]

Experiment 2: In this experiment, we measured how the UIA is being able to adapt the contents of the UP over time and to get a good correlation between the keywords assigned to the URLs in the UP files and the context of the URLs. In order to understand the experiment, we define a Fitness value to show the correlation between the weights of the URL's keywords calculated automatically by the UIA ($T$) and the weights of the URL's keywords calculated by the user ($S$), as follows.
(1) User's actual interest: \( S_i = \sum_{k=1}^{n} W_k \), where \( W_k \) is the weight of attribute \( k \), and \( b_k = 1 \) if the user judges the keyword \( k \) in the URL as relevant for the context of the URL, else \( b_k = 0 \).

(2) Adaptation of the keywords by the UIA: 
\[ T_i = \sum_{k=1}^{n} W_k \] . We define the Fitness value
\[ F_i = S_i / T_i \] , which reflects the correlation between the two adaptations for URL.

In the experiment, the user gave fifty different queries. After frequent interactions of retrieval, the user checked the correlation of each keyword with the context of the URLs in the UP files and calculated \( S \) and \( T \) values, then a Fitness value was calculated for the keywords of each URL in the UP files. The Fitness values calculated after 30 retrieval interactions are shown in Figure 2. Figure 2 shows the fitting values as they are converging over time to each other. This means that the UIA is being able to predict and adapt the URL's keywords to reflect well the context of the URLs in the UP files over time.

![Fig. 2 Converging to the user's interest over time](image)

**Experiment 3:** The focus here is to evaluate how well the UIA can cluster the contents of the UP files. The topic domains of the Web pages are various and sometimes one Web page contains several topics at the same time. Therefore, the relationship among clusters is not simple and some clusters could have close similarity. In this experiment, the UP files contain about 800 URLs. Equations (11) and (12) are used to measure the similarity among the URL's keywords to create the base clusters. After frequent interactions with the UIA where the users submitted 45 different queries, the clusters were assigned by the similarity and the threshold for the assignment was 0.5. All the clusters were assigned if the similarity was greater than or equal to the threshold value. The result depicted in Figure 3 shows that the UIA clustered the UP's contents. Here are some samples of the clustered set of URLs in the UP files.

![http://www.utoronto.ca/aan/software/software.html](http://www.utoronto.ca/aan/software/software.html)
![http://agents.umbc.edu/kueml](http://agents.umbc.edu/kueml)
![http://www.bihs.br.com/](http://www.bihs.br.com/)
![http://www.ijcai.org/default.htm](http://www.ijcai.org/default.htm)
![http://www.ijcai.org/ICAI2001/ijcai01.html](http://www.ijcai.org/ICAI2001/ijcai01.html)
![http://www.acm.org/reviews/Rev-info.html](http://www.acm.org/reviews/Rev-info.html)
![http://www.acm.org/USubscribe.html](http://www.acm.org/USubscribe.html)
![http://www.acm.org/nba/All/1996-4-6p3609-low.html](http://www.acm.org/nba/All/1996-4-6p3609-low.html)
![http://www.acm.org/membership/library/portal/portal2.htm](http://www.acm.org/membership/library/portal/portal2.htm)
![http://www.ability.org/conferenceby/vawat.html](http://www.ability.org/conferenceby/vawat.html)
![http://www.classical-artists.com/about.htm](http://www.classical-artists.com/about.htm)
![http://www.fz.bme.hu/operatives.html](http://www.fz.bme.hu/operatives.html)
![http://www.fz.bme.hu/operatives/amato.html](http://www.fz.bme.hu/operatives/amato.html)
![http://www.grandopera.org/showcalendar.htm](http://www.grandopera.org/showcalendar.htm)
![http://www.al.is.kyushu-u.ac.jp/nishikyo_lecture.html](http://www.al.is.kyushu-u.ac.jp/nishikyo_lecture.html)
![http://www.al.is.kyushu-u.ac.jp/nishikyo_members.html](http://www.al.is.kyushu-u.ac.jp/nishikyo_members.html)
![http://www.al.is.kyushu-u.ac.jp/samamiya/](http://www.al.is.kyushu-u.ac.jp/samamiya/)
![http://www.semanticweb.org/coordinates.html](http://www.semanticweb.org/coordinates.html)
![http://www.semanticweb.org/SWWS/](http://www.semanticweb.org/SWWS/)
![http://www.semanticweb.org/news.html](http://www.semanticweb.org/news.html)
![http://www.semanticweb.org/knownmarkup.html](http://www.semanticweb.org/knownmarkup.html)
![http://www.xml.org/xml-wgቅtırantasy-works/papers-7b.html](http://www.xml.org/xml-wgቅtırantasy-works/papers-7b.html)
![http://www.xm1.org](http://www.xm1.org)

**Fig. 3 Clustering of the user's preferences**

Figure 3 shows that the URLs in the same cluster do share similar topic and contents under the general query topics.

**6. Related Work**

There are several research projects that deal with the implementation of agent-based Web search as intelligent interfaces, mediated searching, clustering, personalizing and recommending systems. For example, the Lira system [3] learns to browse the Internet on user's behalf. It searches the Web by taking a bounded time, selecting the best pages and receiving an evaluation from the user. The CiteSeer system [4] helps users to find relevant Web based publications by getting keywords from the user and calling search engines to find relevant papers. Letizia system [11] is a user interface agent for assisting the browsing of the Web. Various learning approaches have been applied to discover user's preferences and to make personal recommendations. The WebWatcher system [16] is used to locate information on the Web by getting keywords from the users, suggesting hyperlinks and receiving evaluation. News Dude system [6] which performs a content-based prediction to learn user's preferences. The differences between the UIAs and other
7. Conclusions and Future Work

The paper introduced methods to learn users' preferences autonomously by monitoring the user's behavior while browsing on-line WWW. It also introduced both the mechanism of clustering the UP, and the collaborative mechanism to select the most relevant category of interest to the user's query. We carried out several experiments to investigate the performance of the UIAs. Through these experiments, we ensure that the UIAs learn and adapt over time. The UIA is being able to change the weights of the URL’s keywords of the UP in a way that it reflects user's point of view in the correlation between these keywords and the correlated URLs. Moreover, we found that reforming the user's query and filtering the retrieved results based on the UP is quite effective in making the search process faster and easier. As future work, we want to investigate more implicit and explicit sensors to make accurate prediction of user's satisfaction as an attempt to minimize user's effort.
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